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Scope of the session 
The behaviors of the human organs such as the brain, the heart, the lung and the kidney are highly dependent 
on the environment. For example, if the environment causes the body to enter the excited state, the 
adrenaline would increase. As a result, the heart rate and the respiratory rate would increase. On the other 
hand, the reinforcement learning is an emerging technology in the machine learning and the artificial 
intelligence. The learning system is adaptively updated based on the feedback from the background so that it 
can learn the complex systems and yield the excellent performances. Hence, the reinforcement learning is a 
useful tool for studying the behaviors of the human organs under the time varying environments. This aims of 
this call for papers is to collect the above iseas. 
 

Prospective authors are invited to submit original and unpublished work on the following 
research topics related to this Special Session: 
• Novel reinforcement learning 

algorithms 
• Rate of convergence of reinforcement 

learning algorithms 
• Analysis of local and global optimality of 

reinforcement learning algorithms 
• Analysis of heart behaviors via 

reinforcement learning 
• Analysis of lung behaviors via 

reinforcement learning 

• Analysis of brain behaviors via 
reinforcement learning 

• Analysis of kidney behaviors via 
reinforcement learning 

• Analysis of electrocardiograms via 
reinforcement learning 

• Analysis of electroencephalograms via 
reinforcement learning 


